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ABSTRACT 
Internships provide opportunities for computing students to self-
evaluate their interests and develop authentic technical and 
professional skills that are critical to a career in computing-
related industries. However, it is a cause for concern that only 
60% of computing students participate in an internship before 
graduation. Our work aims to identify the factors which are 
associated with the likelihood of a student’s participation in an 
internship. To identify these factors, we designed a cross-
sectional study at a large public university in the United States. 
518 computing undergraduate students completed our survey, 
and we used a quantitative approach to model a student’s ability 
to secure internships. Using a logistic regression model, we 
found that (1) year in school, (2) household income (a proxy for 
socioeconomic status), (3) involvement in activities outside the 
curriculum, and (4) lower identity diffusion scores (i.e., low 
exploration and low commitment) are significantly associated 
with a student’s participation in an internship. Our findings 
confirm prior work which showed that factors outside the 
curriculum are at play for students’ internship participation. 
Further, we add to the computing education research literature 
the unexplored relationship between computing students’ 
identity formation and participation in internships.  
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1 Introduction 
Computer science (CS) employers have reported that computing 
graduates often lack technical and professional skills [11, 36]. 
Internships provide students with an opportunity to address this 
deficit and gain job-necessary skills before entering the 
workforce [14, 19, 24, 46, 48]. In addition, internships allow 
employers an opportunity to evaluate potential candidates, thus 
deeming internships crucial to the full-time recruitment process 
[33, 42, 45]. Therefore, encouraging students to participate in 
internships may be an effective strategy for preparing students 
for jobs in industry and reducing the skill-deficit. However, it is 
concerning that only 57.5% of the graduating computing 
students pursue an internship [23]. Our paper aims to elucidate 
the potential reasoning for the lack of internship participation by 
examining the factors that may influence computing students’ 
ability to secure internships. We collected data from a single 
institution and used a binary logistic regression model to answer 
the following research question: What are the factors that 
influence undergraduate computing students’ participation in 
internships? Our findings extend and confirm prior work and we 
contribute to computing education research (CER) literature the 
unexplored relationship between internship participation and 
identity formation. Our work can inform CS departments about 
student barriers to internship participation and aid in the 
development of support programs focused on improving 
students’ employment outcomes. 
 

2 Prior Work 
Benefits of internships: why are they important?: Industry 
internships are a valuable method of gaining technical and 
professional skills beyond what is taught in formal academic 
computing classrooms. In addition, internships provide 
opportunities for self-evaluation, expansion of professional 
networks, and development of professional expectations [24, 31]. 
Thus, internships provide an authentic environment for 
addressing the industry-related skill deficit [36] among 
computing students. In addition to supporting students in skill 
building, internships have been shown to foster identity 
formation [8, 25], increase retention in computing programs 
[13], and improve capstone project quality [20, 34]. Lastly, 
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employers often utilize internships as evaluation tools during the 
recruitment process for hiring decisions, and students who 
previously have interned are more likely to get a full-time 
position and a higher starting salary [10, 33, 42, 45]. In summary, 
internships have been found to provide CS students with 
opportunities for skill building and participation in internships is 
beneficial for securing subsequent employment after graduation. 
Thus, it is highly recommended that students participate in 
internships before graduation. 
 

Participation in internships in computing: Given the 
importance of internships, prior work has explored computing 
students’ participation in these opportunities [23] and assessed if 
CS curricula prepares them for industry experiences [24, 47]. 
Our previous work explored the demographics of students who 
participate in internships and identified factors or barriers that 
support or prohibit students from securing internships using 
qualitative and bivariate analysis [22, 23]. Our work found that 
57.5% of graduating seniors participate in an internship and 
students fail to participate in an internship because of low self-
efficacy, alternate priorities such as job or family responsibilities, 
and application process challenges. In this work, we extend our 
prior work by using a multivariable regression model to 
determine the underlying factors that influence CS students’ 
ability to secure internships.  
 

Modeling and internships: Work that quantitatively modeled 
internship participation and factors includes a study by Hoekstra 
which modeled variables that predict internship participation 
across different undergraduate majors [18]. Her work found five 
significant pre-college predictors (race, gender, age, first-
generation status, and future educational plans) and 
participation in high-impact practices such as research, learning 
communities, etc. influenced internship participation. According 
to her study, students who were Asian American, male, older, 
first-generation, or had lower participation in high-impact 
practices were less likely to have interned. Hoekstra’s findings 
provide insight for building our model and we used several 
similar predictors. While Hoekstra’s study generalizes across 
majors, we aim to extend this work by performing a similar 
analysis on the unexplored field of computing. Further, we 
include variables specific to CS curriculum, involvement, and 
identity status scales as predictors.  
     Internship participation has also been modeled in other fields 
including civil engineering [16] and medical sciences [15]. These 
studies determined potential predictors of students’ satisfaction 
with internships [16] or modeled attributes that determine 
student success in internship performance [15]. Generically 
across majors, researchers have also predicted final grades and 
degree level classification from internship experience [3] or 
analyzed the impact of internships on university graduation 
rates [21]. In contrast, our study models the inverse of these 
relationships as we seek to understand if higher grades or other 
variables are predictors of securing internships.  
 

Theoretical background on identity: James Marcia’s theory 
of identity development [27, 29] operationalizes stages of 
identity development. Marcia’s theory suggests that professional 

identity forms during ages 17-23 and identity changes over time-
based on a person’s active or passive exploration and 
commitment to their chosen profession or discipline. The theory 
identifies four statuses to characterize individuals’ identity 
development: (1) identity diffusion, when an individual is neither 
exploring nor committed to a career choice; (2) identity 
foreclosure, when an individual has not explored career options 
but is committed to a career due to influence of an external 
agent; (3) identity moratorium, when an individual is exploring 
career options but is not committed to a career choice; and (4) 
identity achievement, when an individual has explored career 
options and is committed to an identity after the exploration 
process. The theory proposes that identity develops during 
active exploration highlighted by the moratorium and 
achievement statuses. Based on these statuses, we hypothesize 
that students in moratorium or achievement statuses are more 
likely to have interned than students in diffusion or foreclosure 
statuses. In an attempt to quantitatively represent identity 
statuses as predictor variables in our analysis, we used the 
validated Extended Objective Measure of Ego Identity Status 
(EOM-EIS) instrument [2] which is based on Marcia’s theory.  
 

Identity formation and internships: Prior work on identity 
formation and internships has found that internships support 
identity formation in engineering [8] and counseling psychology 
[9]. Our work tries to understand the inverse relationship 
between identity formation and participation in an internship. A 
study in Psychology by den Boer et al. [4] investigated the 
association between identity formation and internship 
participation and found that an internship in itself did not 
explain individual differences in identity processes, and 
enrollment in an internship was largely unrelated to identity 
processes, i.e. there is no relationship between internship 
participation and identity formation. den Boer et al.’s work is 
similar to our study, but the authors recruited graduate students 
who were interns and undergraduate students who did not 
intern and internship enrollment was an obligatory part of their 
curriculum. Our work pertains to the computing discipline, and 
we compare a more homogeneous population of undergraduate 
students who have or have not participated in internship(s). In 
addition, internship participation is optional in our program and 
hence our results might be incomparable with den Boer et al. 
 

3 Methods 

3.1 Study design 
We designed a mixed methods study based on a Concurrent 
Triangulation Design, in which data is collected concurrently 
through multiple methods but is analyzed separately and later 
combined to triangulate overlapping patterns [6]. This design 
supports the corroboration of findings through multiple data 
sources and improves validity. We collected data through a 
cross-sectional survey and recruited students for interviews in 
2019 after a pilot study in 2016 [24]. This study has a larger 
sample size (5x) compared to our pilot and findings from the 
pilot informed our study. For this paper, we focus on the survey 
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data and use a quantitative approach to model students’ ability 
to secure internships. We aim to answer the following research 
question: What are the factors that influence undergraduate 
computing students’ participation in internships?  

3.2 Research Site  
Our study population is traditional college students who are 
enrolled in an undergraduate CS-related major. Our sample is 
drawn from students enrolled in an undergraduate computing 
degree program at a large public university in the US. Admission 
to the site is selective and students can select a major when they 
start the program but have the flexibility to switch it at any time. 
Students in our sample were enrolled in CS, CE (Computer 
Engr.), and Digital Arts & Sciences (DAS) majors. Participation 
in an internship is not mandatory before graduation. 

3.3 Participants and recruitment 
Our study was approved by the Institutional Review Board at 

the research site. Participants were recruited from CS1, CS2, 
software engineering, HCI, and OS courses. The students were 
given 1% extra credit for participation. Alternatively, we offered 
gift cards to every 40th respondent if they chose to opt-out of 
extra credit. A substitute assignment requiring equal effort was 
also provided if a student did not wish to participate in our 
study. 698 students responded and consented to our survey after 
excluding 41 duplicates. The response rate was 43% (N=698, 
Total course enrollments=1620). From this dataset, the following 
were discarded: students who were not pursuing CS-related 
majors or were CS minors (n=78), students who completed less 
than 80% of the survey (n=20), students who were not in our 
undergraduate program (n=15), students without gender 
classification (n=2), non-traditional students over age 24 (n=45), 
and students with a high proportion of relevant missing data 
(n=20). Decisions to discard data were made for the following 
reasons: (1) we were trying to assess students’ participation in 
internships who were enrolled in computing programs and 
represented traditional college students, (2) lack of data on a 
metric that was crucial for our analysis, and (3) inadequate 
representation of a certain population in our sample. Thus, our 
final corpus consists of 518 students who were enrolled in CS 
(66%), CE (26%), DAS (4%) or double (4%) majors. The average 
age of the respondents was 20.2 (Min=18, Max=24, SD=1.4). 
Other demographics are shown in Table 1 and are representative 
of the student population in CS program at our institution. 
 

Table 1: Demographics of students in our corpus (N = 518) 
 

Year Gender Race/Ethnicity 

1 2 3 4 5-6 M F White Asian Hispanic 
/Latinx 

African 
American Other 

27% 18% 32% 17% 5% 73% 27% 47% 25% 20% 6% 3% 

3.4 Data collection 
Our study is a part of a larger project and our survey consisted 
of 11 sections (at most 74 questions, varied with display logic). 
Students spent 41.5 minutes on average completing the survey. 

The questions included 49 multiple-choice questions (MCQs), 10 
short answers, and 15 open-ended responses. The sections 
spanned topics such as demographics, professional goals and 
identity, degree program experience, social support, and 
involvement in external activities. All questions were optional 
and were either developed from the findings of our pilot study 
[24, 26] or were taken from the following sources:  NCWIT 
Student Experience of the Major Survey [43], CRA Data Buddies 
Survey [7], and the revised version of Bennion and Adams’ 
Extended Objective Measure of Ego Identity Status (EOM-EIS) 
validated instrument [2] which consisted of measures to quantify 
Marcia’s identity statuses [29]. In this paper, we use data from 16 
questions which were selected for the following reasons: (1) our 
approach to analysis is quantitative and hence we discarded 
open-ended questions, (2) the question was irrelevant for 
answering our research question, and (3) the question provided 
background information on the sample or context for replication. 

3.5 Response and explanatory variables 
Our response (dependent) variable is a binary categorical 
variable representing participation in internship(s) or co-op(s) 
during a student’s enrollment in a degree program (not counting 
internships during high school). We asked students if they had 
previously interned or were going to participate in an internship 
in the upcoming summer (they already received an offer). If the 
student answered yes to either of these choices, they were coded 
as “yes” as we are trying to understand students’ ability to secure 
internships. We used 13 explanatory or independent variables 
(described in Table 2) in our model to identify their associations 
with a student’s participation in an internship.  
     Eight of our explanatory variables were single-item measures 
such as Gender or GPA. The remaining five variables consisted 
of multiple-item measures. These multiple-item measures were 
aggregated to form scores representing four identity status 
variables and one variable called External  Involvement which 
denotes a composite score for a student’s involvement in 
activities outside the classroom such as hackathons, conferences, 
research, and student clubs, etc. For the External  Involvement 
variable, we collected information on how frequently a student 
participated in activities outside the classroom using an ordinal 
scale for each activity (“Never {coded to 0}”, “Once {1}”, “2-3 
times {2}” and “4 or more times {3}”). The composite score for 
each student was computed by aggregating the numerically 
coded responses of participation frequencies in all activities. For 
example, if a student stated that they participated in 2 of the 14 
activities (e.g. personal projects and clubs), and they participated 
in each of them “Once” (coded as 1), their External Involvement 
score was 2 out of a maximum possible score of 42 (14 x 3). 
      Four MCQs in our survey that pertained to Marcia’s identity 
statuses measured using the EOM-EIS instrument consisted of 
multiple items for an identity status (six 5-point Likert 
statements per status, 24 statements in total). For measuring each 
status, the scale included two statements that gauged identity 
status in relation to occupation, recreational activities, and  
lifestyle [2]. Thus, each status had a corresponding variable 
representing the aggregate of six ordinally coded 5-point Likert 
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Table 2: Explanatory (independent) variable descriptions 

 

Variable Category Independent Variable Description (Coded value) 
Demographic and 

Socioeconomic  
Factors 

Household income ★ {“Less than $20,000” (1), “$20,000 to $34,999” (2), “$35,000 to $49,999” (3), “50,000 to $74,999” 
(4), “$75,000 to $99,999” (5), “$100,000 to $149,000” (6), “Over $150,000” (7)} 

Race/ethnicity ▲ {White/Asian (0), Underrepresented: all other ethnic and racial representations (1)} 
Gender ▲ {Male (0), Female (1)} 
Age ■ Numerical (Range: 18-24) 
Employment status ▲ {Unemployed (0), Employed - working along with the degree program (1)} 

Academic Profile GPA ■ University-level grade point average on a 4.0 scale 
High school courses in CS ▲ {No (0), Yes (1)} 
Year in school ★ {Freshman (1), Sophomore (2), Junior (3), Senior (4), Super Senior (5)} 

Identity Diffusion score ⊙ Marcia identity status composite score (scale: 6-30): Low exploration, low commitment 
Foreclosure score ⊙ Marcia identity status composite score (scale: 6-30): Low exploration, high commitment 

Moratorium score ⊙ Marcia identity status composite score (scale: 6-30): High exploration, low commitment 

Achievement score ⊙ Marcia identity status composite score (scale: 6-30): High exploration, high commitment 
External Involvement External involvement score ⊙ Composite score based on involvement in 14 activities, e.g. hackathons, clubs, etc.(scale: 0-42) 

 

Key:   Binary encoded categorical ▲  |  Ordinal encoded categorical ★   |  Quantitative ■  |  Quantitative variable computed from ordinal scale questions ⊙ 
  

 
statements (Strongly disagree: 1 to Strongly agree: 5) and had a 
range between 6 - 30. A higher value in a status scale implies a 
higher likelihood for a student to be in that status.  
     We computed Cronbach’s alpha, a measure of internal 
consistency of a scale that measures a latent variable (in our case 
each identity status was a latent variable). Cronbach’s alpha 
measures how closely related a set of single-measure items are as 
a group. For our sample, Cronbach alpha coefficients were 0.64 
for diffusion status, 0.83 for foreclosure, 0.61 for moratorium, 
and 0.62 for achieved status. While coefficient values of 0.70 or 
greater are an indicator of high reliability of an instrument in 
social sciences [44], Pallant argues that variables measured with 
less than 10 items generally have lower values of Cronbach’s 
alpha [35]. For each status, we used six statements, and hence 
the lower values of the coefficient could be attributed to the 
lower number of items in our scale. Moreover, the range of 
values for our Cronbach’s alpha coefficients was in line with the 
original EOM-EIS instrument [2] as well as subsequent studies 
that used this scale in other domains [5, 28, 39, 41]. Hence, there 
is a possibility that scales for measuring complex identity 
statuses have lower internal consistency than other constructs. 

3.6  Data Analysis 
We used a binary logistic regression model to identify 
consequential factors for securing internships. This model can be 
used to understand the relationship between categorical and 
continuous explanatory variable(s) and a dichotomous response 
variable [17]. The logit (i.e., the natural logarithm of an odds 
ratio, a measure that defines the ratio of successes to failures for 
an event) forms the basis of logistic regression.  The odds ratio 
provides a measure that represents the odds that an outcome will 
occur (e.g., a student participates in an internship), given the 
presence of some other factor and controlling for other 
predictors. For example, we can obtain an odds ratio of a 
student's participation in an internship given they took high 
school courses in CS. This measure helps us quantify the 
strength of the correlation between demographic, academic, and  

identity factors and a student’s participation in an internship(s). 
The logistic regression equation takes the following form:  
 

𝑍 = ln(
𝑃𝑖

1 − 𝑃𝑖
)  = 𝛽0 +  𝛽1𝑋1 +  𝛽2𝑋2 + ⋯ +  𝛽12𝑋12 

 

where Pi is the probability of event i, 𝛽0  is the constant 
coefficient, X1 … X12 are the explanatory variables, and  𝛽1 … 𝛽12 
are coefficients of explanatory variables. A positive coefficient 
indicates a positive relationship between response variable and 
the coefficient’s respective explanatory variable, and a negative 
coefficient indicates a negative correlation. For a logistic 
regression model, the null and alternative hypotheses are: 
 

𝐻0 = 𝛽1 =  𝛽2 = ⋯ =  𝛽12 = 0 
𝐻𝐴 = 𝛽1 =  𝛽2 = ⋯ =  𝛽12 ≠ 0 

 

     In our model, we incorporate 12 explanatory variables after 
getting rid of one of the explanatory variables, age, due to 
multicollinearity (as described in Section 3.8). Therefore, our null 
hypothesis is that none of the predictor variables in our model 
have a statistically significant relationship with computing 
students’ participation in internships. The alternative hypothesis 
is that at least one of the predictor variables in our model 
significantly contributes to CS students’ probability of 
participating in internships. For our regression analysis, we 
treated ordinal explanatory variables (e.g., year in school) as 
continuous similar to other research in social sciences [37]. Our 
analysis including data cleaning and preprocessing was 
conducted in Microsoft Excel, IBM SPSS, and Python libraries 
such as pandas, matplotlib, seaborn, and researchpy [49]. Before 
feeding data into the model, we had to deal with missing data 
and multicollinearity which is discussed in the next subsection. 

3.7 Data imputation and preprocessing 
Our final data corpus consisted of missing data as all questions 
in our survey were optional. The total missing data for 
explanatory variables we imputed in this paper was 1.4% (n=326, 
N=23828 total data points). At a granular level, we imputed data 
(replaced missing values with substitute) for the following 
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explanatory variables: GPA (n=19, N=518, 3.6%), age (n=43, 
N=518, 8.3%), household income (n=47, N=518, 9.1%), identity 
achievement (n=5, N=3108 single-item measures, 0.2%), identity 
diffusion (n=9, N=3108, 0.3%), identity foreclosure (n=5, N=3108, 
0.2%), identity moratorium (n=12, N=3108, 0.4%), and external 
involvement score (n=186, N=7252, 2.6%). We used imputation 
techniques depending on the type of the missing data (i.e., 
quantitative or categorical) and the skewness of a variable’s 
distribution. It is recommended to not replace missing values 
with the mean for skewed data distributions because outliers are 
more likely to influence the mean, therefore we utilized either 
the median or mode [12]. We used the seaborn python library to 
plot a kernel density estimate and histogram with bins. We 
observed that the GPA distribution and household income were 
skewed towards the left, the external involvement score and age 
were skewed right, and identity scores were all slightly skewed 
(see Figure 1). As such we imputed missing values for numerical 
explanatory variables such as GPA, age, or scores with the 
median values and used the mode for household income which is 
a categorical explanatory variable. 

 

 

 

 

    
Figure 1: Distributions of imputed variables 

 

     Before conducting regression analysis, we also explored the 
possibility of correlations between our explanatory variables to 
limit the possibility of introducing multicollinearity in our 
model. Multicollinearity can lead to higher variance, overfitting, 
and difficulty in model interpretation due to instability in the 
magnitude of regression coefficients [17]. If a regression model is 
composed of two or more predictors that are moderately or 

highly correlated, multicollinearity exists. A common method for 
checking if multicollinearity exists in a model is checking for 
high correlations among pairs of predictor values. In our study, 
we check for correlations among the predictors using Pearson’s 
R for continuous vs. continuous cases, Correlation Ratio for 
categorical vs. continuous cases, and Cramer’s V or Theil’s U for 
categorical vs. categorical cases using code modified from the 
dython library [40].  We consider correlation coefficients with a 
magnitude greater than ±0.7 to be highly correlated [32]. Also, 
we calculated the variance inflation factor (VIF) as an additional 
collinearity diagnostic metric [17]. A general rule is that if the 
VIF score for a predictor is greater than 5, it is recommended to 
remove one of the correlated explanatory variables to limit 
multicollinearity. The VIF values for predictors were below the 
threshold and ranged from 1.06 to 2.98. However, age was highly 
correlated with the year in school (Pearson’s R = 0.80) and hence 
we excluded age as a predictor in our model.   
 

4  Results 
Our corpus consists of undergraduate students in computing 
majors enrolled at a single institution in the US (N=518). Trends 
in our explanatory variables and response variable are described 
in Tables 3, 4, and 5.  
 

Table 3: Descriptive Statistics of Dependent/Response Variable  
 

Variable (N=518) Outcome Count % 
Internship 

participation 
No internship experience 301 58.1 

Participated in at least 1 internship 217 41.9 
 

Table 4: Descriptive Statistics of Explanatory Ordinal/Numeric Variables 
 

Variable (N=518) Mean SD SE 95% Conf. Interval 
GPA 3.45 0.42 0.02 3.42 3.49 

Achievement score 20.09 3.58 0.16 19.78 20.40 
Diffusion score 15.54 4.02 0.18 15.20 15.89 

Foreclosure score 11.44 4.04 0.18 11.09 11.79 
Moratorium score 20.53 3.65 0.16 20.22 20.85 
Involvement score 10.25 6.51 0.29 9.69 10.81 
Household income 4.82 1.89 0.08 4.66 4.98 

Year in school 2.54 1.20 0.05 2.44 2.65 
 

Table 5: Descriptive Statistics of Explanatory Categorical Variables  
 

Variable (N=518) Outcome Count Percent 
Secondary CS Education 
(High school CS courses) 

No 261 50.39 
Yes 257 49.61 

Employment status Unemployed 360 69.50 
Employed 158 30.50 

Gender Male 379 73.17 
Female 139 26.83 

Race White or Asian 374 72.20 
Underrepresented 144 27.80 

 

     Our regression results can be found in Table 6 and our model 
is significant (p < 0.001). In this table, Coef. β represents the 
regression coefficient which estimates the relationship between 
the individual factor and whether students have received an 
internship. Std. Err represents the standard error, which 
measures the precision of the estimate of the coefficient. Z 
represents the Z-value, which is a test statistic that measures the 
ratio between a coefficient and the standard error. The Z-value is 
used to calculate the p-value of a factor, which is represented by 
p > |z|. A p-value is used to determine if a factor is statistically 
significance (p < 0.05). The odds ratio is a measure of practical 
significance and is represented by exp(β). If the odds ratio is 
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greater than 1, the event that a student participates in an 
internship is more likely to occur as the predictor value 
increases. The last two columns represent the confidence 
intervals, which show the range of values that the Odds Ratio 
could fall under with 95% confidence.  
 

Table 6: Regression Results 

 Coef. 
β  

Std. 
Err Z p > |Z| 

CI for Coef. β Odds 
Ratio 
exp(β) 

CI for Odds 
Ratio 

[0.025 0.975] 5% 95% 

Const -5.53 1.60 -3.45 0.00 -8.67 -2.39 0.00 0.00 0.09 

HS CS Edu. 0.29 0.21 1.36 0.18 -0.13 0.71 1.34 0.88 2.04 

Employment 0.10 0.23 0.45 0.65 -0.35 0.56 1.11  0.70  1.75 

Year in School 0.57 0.10 5.72 0.00** 0.38 0.77 1.77 1.46 2.16 

GPA 0.51 0.28 1.80 0.07 -0.05 1.06 1.66 0.96 2.89  

Household Income 0.22 0.06 3.76 0.00** 0.11 0.34 1.25 1.11  1.40 

Gender –0.28 0.24 -1.16 0.25 -0.76 0.19 0.75 0.47 1.22 

Race 0.16 0.24 0.67 0.50 -0.31 0.63 1.18 0.73 1.88 

Moratorium Score 0.01 0.03 0.48 0.64 -0.04 0.07 1.01 0.96 1.07 

Diffusion Score -0.06 0.03 -2.14 0.03* -0.12 -0.01 0.94 0.89 0.99  

Achievement Score 0.01 0.03 0.29 0.77 -0.05 0.07 1.01 0.95 1.07 

Foreclosure Score -0.01 0.03 -0.34 0.74 -0.06 0.05 0.99 0.94 1.05  

Involvement Score 0.12 0.02 6.79 0.00** 0.09 0.16 1.13 1.09 1.17  
 

No. of Observations: 518 .  
Df Residuals: 505 . 

Df Model: 12 . 

 

Pseudo R2: 0.21 
Log-Likelihood: -279.5 

LL-Null: -352.2 

 

LLR p-value: 4.7e-25 
*   p < 0.05 

**  p < 0.001 
 

     According to our regression results, year in school, household 
income, identity diffusion score, and external involvement score are 
significant. The odds ratio for the year in school indicates that for 
every one-year increase, a student is 1.77 times as likely to have 
participated in an internship, after controlling for other 
predictors. The odds ratio for household income indicates that for 
every one-unit increase (movement to the next socioeconomic 
status), a student is 1.25 times as likely to have participated in an 
internship (i.e., a one-unit increase in household income is 
associated with a 25% increase in the odds of a student 
participating in an internship). Similarly, the odds ratio for 
external involvement indicates that for every one unit increase in 
the external involvement score, a student is 1.13 times as likely 
to have participated in an internship. The odds ratio for identity 
diffusion score indicates that for every one unit increase in 
diffusion score, the odds of not securing an internship increases 
by a factor of 1.06 after controlling for other predictors [17].  
     Our model fit was evaluated using McFadden’s pseudo-R2 
coefficient (ρ2). The pseudo-R2 of 0.21 indicates an excellent 
model fit. The values for pseudo-R2 tend to be significantly lower 
than the standard R2 and should not be interpreted by the same 
standards of fit as OLS regression. According to McFadden, 
“values of .2 to .4 for ρ2 represent an excellent fit” [30].  
 

5  Discussion and Conclusion 
The regression results show that year in school, household 
income, external involvement score, and diffusion identity status 
score are significant predictors in our model. Therefore, we 
reject the null hypothesis that there are no factors in our model 
that have a significant relationship with computing students’ 

participation in internships. These results corroborate the 
findings in our previous analysis [22, 23].  Our results also align 
with Hoekstra’s study [18] which found age (correlated with the 
year in school) and participation in high-impact practices were 
significant predictors of securing internships in all majors. 
However, unlike Hoekstra’s study, we did not find a relationship 
between race and gender and participation in internships in 
computing. Based on our findings, CS departments should 
provide resources for and underscore the importance of 
involvement in external activities. Moreover, because household 
income is a significant determinant of internship participation, 
universities should provide support to students coming from 
underprivileged backgrounds. Lastly, diffusion identity status 
seems to have a significant impact on internship participation. 
While higher exploration or higher commitment might not 
predict participation in an internship, a student in a lower 
commitment and lower exploration mode might face challenges 
in securing an internship. In the future, we would like to explore 
who are the students that are “stuck” in diffusion status. Are 
they freshmen or senior students? Finally, we would like to 
explore creating predictive machine-learning models for 
predicting students’ participation in internships  
 

6  Limitations and Threats to Validity 
Our study has several limitations. First, data collected from 
surveys can induce response bias or interpretation of questions 
different from intended meaning of a prompt. Second, imputing 
missing data before running a model, has a chance to increase 
the underestimation of standard errors and overestimation of 
test statistics [1]. Given that the overall missing data was 
relatively low (1.3%) when compared with the number of 
responses that had missing data (40%), we decided to impute data 
rather than discard responses. We report our data imputation 
technique for better transparency. Third, our EOM-EIS identity 
scales had lower internal consistency due to the limited number 
of items used for each status. However, the Cronbach Alpha 
values were comparable to prior work. Fourth, we chose a 
logistic regression model for its simplicity, effectiveness, and 
lack of baselines. Prior work has observed that logistic regression 
produces somewhat comparable results as more advanced 
models in social sciences research [38]. However, our findings 
could be biased by the choice of our modeling technique. Fifth, 
our study is an observational study and results should not be 
interpreted as causal relationships. Finally, our data is from a 
modest sample of computing undergraduates enrolled at a single 
institution in the US where participation in internships was 
optional. The results may or may not generalize to other majors, 
institutions, or geographic areas, especially to programs where 
participation in internships is mandatory before graduation.  
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